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1 AI for cybersecurity 

 
Artificial intelligence, machine learning, deep learning and 

generative AI are ambiguous overlapping fields that need to be 

demystified and understood. They are trendy and have benefited 
from numerous recent advances that have provided new capabilities 

and enabled new applications. Many of these capabilities are useful 
for cybersecurity applications They can automate and improve 

intelligent processes as well as support the work of cybersecurity 
experts. 
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1.1 What is AI? 

Artificial Intelligence (AI) refers to the ability for a machine, such as a computer 

system or a computer program, to perform tasks that are typically associated with 

intelligent beings such as humans or animals. Intelligent capabilities associated with 

AI systems include the ability to reason, solve problems, discover meaning, 

generalize, plan, and learn from experience. These capabilities are used by human 

attackers when designing and launching cyberattacks against information systems. 

On a conceptual level, one might imagine how a sufficiently intelligent AI could be 

used to craft and launch cyberattacks by replacing the currently manual process of 

finding vulnerabilities and designing attacks to exploit them. However, AI is a broad 

concept encompassing many subfields such as expert systems, robotics, and fuzzy 

logic. Most current AI subfields do not represent anything close to human-level 

intelligence and would not be able to automatically craft or launch cyberattacks. On 

the other hand, the AI subfield of machine learning, which has received recent 

attention due to tremendous progress, is able to outperform humans in several 

many tasks generally connected to human intelligence, such as image classification, 

text translation, and playing games such as Chess or Go. Most of the current hype 

surrounding AI is related to machine learning applications, and the term AI is often 

used as a more generic shortcut term to describe machine learning.  

Machine learning (ML) is the term used to describe a type of expert system that 

uses data to learn, make decisions, and improve through experience without 

following explicit, hard-coded instructions. It uses algorithms and statistical models 

to analyse and draw inferences from patterns in data. Machine learning is different 

from most AI subfields which require explicit, imperative instructions or rules to 

produce outputs and results. In contrast, machine learning uses adaptive 

algorithms which learn their behaviour from data in an autonomous manner. 

Machine learning is divided in three prominent types, namely  

1) supervised learning which is designed to perform or replicate known tasks (task-

driven), 

2) unsupervised learning which is designed to extract hidden information from data 

(data-driven), 

3) reinforcement learning which is designed to learn new tasks via trial-and-error 

while trying to maximize a defined reward (trial and error-driven).  

Deep Learning (DL) or Deep Neural Networks (DNNs) are a type of machine 

learning algorithm that attain high performance in the automated processing of 

natural data such as text, images, sound, or video. Recent advances in deep 

learning are the main reason for current hype around AI and machine learning. 

Deep learning techniques achieve unmatched, often super-human performance in 

complex tasks such as image classification, text translation or playing complex 

games. Machine learning and deep learning deliver on many long-lasting promises 

expected from AI systems. They can reason, solve problems, discover meaning, 

and improve through experience in an autonomous manner, only using data. 

Algorithmic improvements, the availability of large data sets, and cheap processing 

power have been the key factors in driving recent progress in deep learning. 
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Generative AI (GenAI) refers to a type of machine learning algorithm that creates 

or generates new content, whether it is images, text, music, or even videos. It does 

not just retrieve information or make decisions based on predefined choices but 

instead produces entirely new data based on patterns it has learned from a given 

dataset.  

Large Language Models (LLMs) fall under the joint umbrella of GenAI, Deep 

Learning and Natural Language Processing (NLP), with a focus on text generation. 

These models are trained on vast amounts of text data to understand language 

patterns and generate human-like text. They work by predicting the next word in a 

sequence based on the words that came before it. They can complete sentences, 

generate stories, answer questions, and even code based on the patterns they have 

learned. These models are the closest example we have developed so far to Artificial 

General Intelligence (AGI), a hypothetical form of AI that possesses the ability to 

understand, learn, adapt, and apply its intelligence across a wide range of tasks or 

domains much like a human being. 

In this report, while we primarily use the term AI, we will consistently refer to its 

specific subfield, machine learning (ML), aligning with its prevalent usage in 

mainstream communication. 

1.2 AI capabilities relevant to cybersecurity 

AI and ML provide many capabilities that can be applied to a wide array of tasks 

across various domains. Depending on the specific problem and the availability of 

data, machine learning techniques can be tailored and applied to achieve accurate 

predictions, classifications, or insights. The following capabilities demonstrate the 

versatility of machine learning in solving problems in the cybersecurity industry.  

Some ML techniques can be used in capabilities that automate cybersecurity 

processes. These capabilities concentrate on identifying malicious content, events, 

or behaviour, and distinguishing them from benign elements.  

• Classification is the task of assigning an object (or input data) into predefined 

categories or classes. This class assignment is learned from previously observed 

data, and it can be applied to new unknown data, which can be classified. 

Classification is widely used in cybersecurity for malicious content detection for 

malware as well as phishing and spam email. For these types of applications, 

classification requires examples of both benign and malicious contents that one 

wants to differentiate. 

• Anomaly detection is the task of identifying patterns or instances that deviate 

significantly from what is considered normal or expected within a system or a 

dataset. It operates by establishing a baseline of normal behaviour and then 

flagging any data points or events that fall outside this established norm. 

Anomaly detection is commonly used in cybersecurity to establish a baseline of 

"normal" behaviour within a network or system. Deviations from this baseline 

are then continuously monitored and any anomalies are flagged as indications 

of potential security threats or a system compromise.  

• Behavioural analysis is a task close to anomaly detection. It involves studying 

and understanding typical patterns of behaviour within a system, network, or 

user activity. In contrast to anomaly detection, behavioural analysis does not 

focus solely on outliers or anomalies. It aims instead to comprehend usual or 

expected behaviour of entities within a system. In cybersecurity, behavioural 
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analysis often involves creating profiles of normal behaviour for users, devices, 

or systems based on historical data, user actions, and system activities. The 

identification of deviations or changes from the established profiles might 

indicate potential security risks such as insider threats or unauthorized 

accesses. 

• Pattern recognition involves the automatic discovery of meaningful patterns 

in datasets. It enables systems to recognize and interpret information, 

attributes or characteristics that repeat or exhibit similarities, which are 

indicative of the patterns being sought. Pattern recognition is mostly used in 

cybersecurity in the form of feature extraction, the process of extracting 

relevant features from data to represent patterns of interest. In cybersecurity, 

patterns of interests are typically malicious contents and behaviours, from 

which a signature is extracted. Signatures are further used for pattern matching 

and identification of know phishing attempts, malware infection, malicious user 

behaviour, etc. The applications of pattern recognition are typically opposite 

from anomaly detection and behavioural analysis, as it aims to model specific 

malicious contents and behaviours rather than generic benign behaviours. 

AI can also be used to assist human cybersecurity experts. The goal of these 

capabilities is to streamline their decision-making processes and enable them 

to concentrate their expertise where it is most impactful. 

• Clustering is a machine learning technique used to group similar data 

points together based on their inherent characteristics or features. It aims 

to find natural groupings or clusters within a dataset without any 

predefined labels or classes. Clustering can be used to aid the analysis 

and categorizations of large volume of threat intelligence data or to 

identify and group different malware variants. It can also be combined 

with behavioural analysis to group and identify different user or system 

profiles. 

• Information retrieval is the task of mining and extracting useful insights 

from content, which matches or is semantically similar to a given query. 

Information retrieval can be used for threat intelligence. AI algorithms can 

process, analyse, summarize, and categorize large volumes of threat 

intelligence data from various sources, helping security teams identify and 

respond to emerging threats more effectively. 

• Ranking refers to the task of arranging a set of items in a specific order 

based on their relevance, importance, or likelihood of meeting a user's 

needs or preferences. ML performs ranking by learning from labelled or 

implicitly ranked data to create a ranking model. Ranking is typically used 

in cybersecurity to prioritize the efforts of security experts. It can be used 

to prioritize patching vulnerabilities in vulnerability management, and to 

triage incidents in incident response processes or events in security 

information and event management (SIEM) systems. 

• Generation is the task of creating new content that fits a previously 

determined target distribution. Generation can be used in cybersecurity for 

vulnerability assessment and penetration testing. AI-based generation tools 

can be used simulate attacks and identify vulnerabilities within systems or 

networks. This can help organizations find vulnerabilities before they are 

exploited to proactively strengthen their defences. 
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2 Considerations for using AI in cybersecurity 

The integration of AI in cybersecurity presents both promises and 
challenges for organizations aiming to bolster their security frameworks. 

This transition is not seamless, primarily due to the limited familiarity 

cybersecurity experts have with AI techniques and their advantages. 
However, the adoption of AI in cybersecurity endeavours often yields 

several sought-after benefits, which are only possible to reach by 
acknowledging the peculiarities and challenges of applying AI in 

cybersecurity. Real-time response, environment dynamicity, adversarial 
nature, usability/security trade-offs, explainability or privacy are 

examples of concerns that must be addressed. 
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2.1 Drivers & benefits from AI 

Adopting AI-based solutions to address a particular cybersecurity issue is not a 

seamless transition. Generally, cybersecurity experts lack familiarity with AI 

techniques and their benefits. As a result, the conventional approach relies on 

human expertise and manual tasks until they prove inadequate. However, when 

organizations do opt for AI, they often seek and frequently attain the following 

benefits depicted in Figure 1. 

 

Figure 1: Benefits from AI in cybersecurity 

Speed and automation. Cyberattacks can unfold in a matter of seconds and a 

quick response is required to mitigate them and minimize their impact. Digital 

environments generate a vast amount of data that is relevant for security 

monitoring, e.g., files, objects, security events, security alerts, etc. It is challenging 

for security operators to analyse and respond to threats effectively. AI enables the 

processing and analysis of large-scale, diverse data sources in real-time. It can 

summarize, observe and extract patterns from large amounts of complex data in a 

very short time. AI-driven automation can streamline incident response processes, 

enabling faster and more effective actions to contain, mitigate, and recover from 

security breaches. 

Scale and complexity.  Modern digital environments are increasingly complex and 

exposed to numerous threats.  The sheer amount of security monitoring relevant 

data they produce needs to be analysed at scale in a timely manner. AI enables 

scalability in cybersecurity operations, allowing organizations to handle and process 

massive amounts of data efficiently, regardless of scale or complexity. While most 

threats could be detected using manually defined rules, their large and increasing 

number discourage this costly approach anymore. AI automates and abstract the 

process of rule creation by including in a single AI model the knowledge from 

potentially 1000s of rules, which are learned implicitly and automatically. AI can 

also bring customization at scale to address problems similar in nature but depicting 
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variability. For instance, AI enables tailored behavioural analysis for users, devices, 

or networks, detecting anomalies and unusual patterns that signal potential threats 

aligned with their respective expected behaviours. This customization extends to 

groups based on roles, organizations, or location. 

Adaptability. Cybersecurity is characterized by an evolving threat landscape. 

Threats, vulnerabilities, and attacks change quickly over time, requiring defences 

to evolve at the same pace. Detection rules need to be redefined or adapted, 

signatures from new malware need to be extracted, patterns of new attacks need 

to be identified, etc. AI models can quickly learn from updated data using 

automated retraining, which does not require to change the design or features of 

AI models. They can adapt to evolving attack patterns, enhancing their ability to 

detect and prevent emerging threats. Regular training cycles also enable models to 

continuously learn from their evolving sample population, which includes analyst-

labelled detections or analyst-reviewed alerts. This prevents recurring errors and 

enables models to learn and enforce expert-generated ground truth.  

Efficient resource utilization. Security expertise is scarce and automation 

through AI augments human capabilities, automating mundane repetitive tasks, 

and freeing up expert time for more strategic and complex security operations. For 

instance, AI can quickly analyse, synthesize, and correlate large volumes of 

historical and dynamic threat intelligence, enabling teams to operationalize data 

from various sources in near real-time.  It enables security analysts to effectively 

prioritize resources to address their organization’s critical vulnerabilities and 

investigate time-sensitive security alerts and detections. It can also reduce alert 

fatigue in detection & response scenarios by correcting mistakes and ranking 

security events by order of importance. 

Discovery of new attacks/threats. Through capabilities like anomaly detection 

and behavioural analysis, AI techniques have the potential to discover new and 

emerging threats. By modelling normal behaviours and recognizing deviations as 

potential new attacks, these AI techniques do not need to define a threat or attack 

to detect it. They can assist security teams in proactively identifying and mitigating 

new threats and attacks. However, this potential is tempered by the prevalence of 

noise and disturbances, given that most anomalies are not necessarily tied to 

malicious behaviours. 

2.2 Particularities and challenges of AI for cybersecurity 

AI models used in cybersecurity must be interpretable and 
explainable to ensure that security professionals can trust 
them, understand their decisions, and take appropriate 

actions to enhance security postures effectively. 

Applying AI for any application comes with a set of challenges. Cybersecurity is a 

particular domain of AI applications, which comes with its own characteristics, 

considerations, and challenges. Acknowledging these peculiarities helps in planning 

and implementing AI solutions effectively while mitigating potential risks and 

limitations to ensure trust and reliability in cybersecurity applications.  

Real-time response. Cyberattacks can cause significant damage within minutes 

or even seconds. Real-time response enables swift action upon detecting threats, 
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helping to prevent them or minimize their impact. Quick automation is necessary 

to perform tasks such as threat mitigation or detection & response. AI models for 

cybersecurity must be efficient, scalable, and able to operate in real-time. This 

involves optimizing models for fast inference, reducing computational overhead, 

and ensuring accurate and timely predictions without compromising security.  

Dynamic environments. Cybersecurity operates in dynamic environments. The 

threat landscape evolves continuously with threat actors developing new attack 

techniques and malware variants to exploit vulnerabilities. Benign behaviours are 

also dynamic with changing systems configurations and variability in user 

behaviour. AI models for cybersecurity need to be agile, robust, and capable of 

learning from and adapting to the ever-changing cybersecurity landscape. This 

involves continuous monitoring, updating, and retraining to ensure their 

effectiveness in detecting and responding to emerging threats and changes in the 

system landscape. 

Adversarial nature. The presence of an adversary is a given in cybersecurity 

applications. Attackers constantly evolve their techniques to bypass defences and 

deceive security measures. When targeting AI-based defences, attackers can use 

adversarial attacks specially designed to fool AI models, such as model evasion or 

poisoning. Addressing this adversarial nature requires a comprehensive 

understanding of potential threats, constant vigilance, and the implementation of 

proactive defence strategies to fortify AI models against attacks. AI models for 

cybersecurity need to be robust and resilient to withstand various forms of attacks, 

where attackers deliberately manipulate data to deceive AI systems.  

Cost of errors. The effectiveness of security solutions is often in tension with the 

usability of systems they protect. Errors like false positives (flagging normal 

behaviour as malicious) and false negatives (missing actual threats) have 

significant consequences on usability and security respectively. The impact and cost 

of these different errors is context specific, and it often depends on the criticality 

of the systems to protect. Balancing between minimizing both types of errors is 

crucial in cybersecurity to provide a sensible security/usability trade-off in a specific 

context. AI models for cybersecurity must have high accuracy and their accuracy 

performance (e.g., precision, recall, false positive rate, etc.) must be 

parametrizable to reach a targeted trade-off between security and usability. 

Data challenges. In cybersecurity, datasets often suffer from class imbalance, 

where instances of normal behaviour or benign data significantly outnumber 

instances of malicious activity. Moreover, anomaly detection and threat 

identification often suffer from a lack of labelled data due to the scarcity of known 

attacks. AI models for cybersecurity need to generalize well with limited labelled 

examples. They also need to handle class imbalance to prevent biases toward the 

majority class. This can be partly addressed through the choice of AI model types 

(e.g., ensemble methods) and training approaches (e.g., semi-supervised or active 

learning) combined with data augmentation.  

Interpretability and explainability. Understanding why an AI model made a 

decision is often necessary in cybersecurity. It increases trust and transparency for 

security analysts having to act based on AI decisions. It helps in identifying the root 

cause of an issue, understanding the attack vectors, and devising effective 

countermeasures. AI models used in cybersecurity must be interpretable and 

explainable to ensure that security professionals can trust them, understand their 
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decisions, and take appropriate actions to enhance security postures effectively. 

This involves using interpretable AI models or explainable methods (e.g., SHA, 

LIME) together with producing documentation and reporting for AI systems. 

Privacy concerns. Cybersecurity often involves analysing sensitive data, such as 

personally identifiable information (PII), which raises concerns about data exposure 

or misuse when used in AI models for cybersecurity. Addressing these privacy 

concerns involves a combination of technical measures, ethical considerations, 

regulatory compliance, and transparent communication. Balancing the need for 

effective cybersecurity measures with protecting individuals' privacy rights is 

essential for responsible and trustworthy use of AI in cybersecurity. AI models for 

cybersecurity must maintain confidentiality while analysing potentially sensitive 

information. 

Addressing these domain specificities often involves developing specialized 

algorithms, employing anomaly detection techniques, using ensemble models for 

improved accuracy, incorporating domain knowledge, and emphasizing model 

explainability. 
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3 AI applications for cybersecurity 

For 25 years, AI has been integral to the cybersecurity industry, 
initially with the inception of spam and phishing email filters. Over 

time, its applications have expanded across numerous cybersecurity 

domains. While it has matured in reactive security measures such as 
threat detection or endpoint security, employing this technology for 

proactive security applications like threat intelligence or vulnerability 

management has presented some challenges. 

This section outlines the historical and potential applications of AI in eight primary 

cybersecurity areas. It offers examples of AI utilization and specifies the AI tasks 

or capabilities involved (refer to section 2.2). Additionally, it highlights challenges 

associated with each application and assesses their respective maturity levels. 

Figure 2 and table 1 summarize these findings. This section is intended to be read 

in a selective rather than a comprehensive manner, based on interests of the reader 

for specific AI applications. Different applications use similar AI techniques and face 

similar challenges; thus, the content of the following sections may overlap. For the 

interested reader, more comprehensive and technical details about these 

applications can also be found in academic survey papers123. 

 

Figure 2: Maturity level of AI cybersecurity applications 

3.1 Threat Prevention and Detection 

Threat prevention and detection involves implementing strategies and tools to 

safeguard an organization's assets from potential cybersecurity threats by detecting 

malicious contents that can compromise their confidentiality, integrity, or 

 
1 Apruzzese, G. et al. “The role of machine learning in cybersecurity.” Digital Threats: Research and Practice. 2023 
2 Dasgupta, D. et al. “Machine learning in cybersecurity: a comprehensive survey.” The Journal of Defense Modeling 

and Simulation. 2022  
3 Sarker, I.H. et al. “Ai-driven cybersecurity: an overview, security intelligence modeling and research directions.” SN 

Computer Science. 2021 
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availability. In the context of an increasingly interconnected world, the application 

of AI in threat prevention and detection is a cornerstone of robust cybersecurity 

strategies and AI has been used for this purpose for over 20 years. An early and 

successful application of AI for malicious content detection has been in the form of 

pattern recognition, to extract compact signatures from malicious contents such as 

malware files and using these signatures for further matching and identification of 

unknown software files.  

Malware detection is a primary application for AI in threat detection where the main 

approach relies on binary classification to distinguish between benign and malware 

files. The goal of AI models is to identify malicious code hidden within legitimate 

executables, documents, or URLs. Features used for this identification originate for 

file analysers either static, reviewing source/binary code for quick responses, or 

dynamic, executing code in a sandbox environment for accurate but slower results.  

AI models designed for malware detection possess the capability to acclimate to 

the ever-evolving landscape of malware. They excel in extrapolating knowledge, 

thereby assisting in the identification of new malicious samples that employ attack 

techniques akin to those utilized by known malware. 

AI has historically proven its efficacy in phishing and spam detection, but recent 

strides in Deep Learning and Natural Language Processing (NLP) have propelled 

substantial advancements. Traditional binary classification methods have been and 

remain the primary approach for detecting spam, phishing attempts, and analysing 

email and website content. However, the emergence of Deep Learning techniques 

has reduced the need necessity for feature engineering. This evolution allows for 

the direct processing of email or SMS messages as raw text input to AI models, 

streamlining the analysis process and enhancing the adaptability of AI-based 

detection techniques. Similar success has been met by classification methods for 

identifying and blocking malicious domains using features extracted from URLs and 

scraped websites4. The best results involve a multi-layered approach, leveraging 

diverse types of features to ensure robust and comprehensive protection against 

malicious URLs5. 

While being an effective approach, using AI for threat prevention and detection also 

encounters several challenges. One of the primary hurdles involves the ever-

evolving threat landscape, where new malware types and attack methods emerge 

regularly. This necessitates constant adaptation and re-learning for AI models. The 

handling of incorrect decisions such as the misidentification of benign activities as 

threats or missing actual threats can lead to unnecessary alarms or undetected 

breaches. The lack of interpretability or explainability in AI models is also 

problematic, as understanding the rationale behind malware detection is critical. In 

the context of malicious domain detection, an extra challenge emerges when 

attackers conceal site content behind CAPTCHAs, a scenario currently unaddressed 

by available methods. 

The maturity level in using AI in threat prevention and detection is high. It is a 

critical component with applications spanning software exploitation identification, 

malware identification, phishing and spam detection, and malicious domain 

blocking. Machine Learning and Deep Learning have been effectively utilized in 

 
4 Marchal, S. et al. “Know your phish: Novel techniques for detecting phishing sites and their targets.” 36th IEEE 

International Conference on Distributed Computing Systems (ICDCS). 2016 
5 Cohen, D. et al. “Website categorization via design attribute learning.” Computers & Security. 2021 
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these domains, enabling proactive identification and mitigation of threats. This has 

significantly enhanced the effectiveness and efficiency of cybersecurity strategies, 

making them better equipped to handle the increasing complexity of modern IT 

systems. 

3.2 Endpoint and Cloud Security 

Endpoint and Cloud Detection & Response services (EDR and CloudDR) are essential 

for providing advanced security solutions for local devices and cloud-based services. 

These services monitor and analyse the events that occur on devices and servers, 

such as file operations, network connections, and user actions, to detect and 

mitigate potential threats in real-time. The main objective of these services is to 

generate a comprehensive and accurate list of incident information and respond to 

incidents to mitigate cyberattacks and to mitigate their impact.  

AI plays a pivotal role in bolstering EDR and CloudDR services by efficiently handling 

the vast and intricate data stemming from devices and cloud services. A first 

successful application of AI in detection & response is to filter out harmless and 

irrelevant security events based on their prevalence. EDR and CloudDR systems 

generate many security events that could be relevant to detecting cyberattacks 

when correlated. However, many generated events are also common and unrelated 

to attacks.  Statistical modelling techniques can easily identify and filtered out such 

events from further analysis based on their frequency, duration, and similarity. This 

reduces the processing load of event correlation systems and reduces the false 

alarms that would be potentially triggered if these harmless events were processed. 

AI can also aid in detecting anomalous chains and sequences of events that deviate 

from typical behaviour. These chains can be related to malicious activities like 

malware execution, data exfiltration, or privilege escalation. Leveraging anomaly 

detection techniques based on sequence mining and graph analysis, AI can identify 

these chains and generate system alerts to cybersecurity experts for further 

investigation and response. 

AI also improves the prioritization and analysis of aggregated and contextualized 

information about detected suspicious events. Clustering techniques can be used 

for grouping similar incidents together and extracting a prototype, which is a unique 

representative element of the whole cluster. This helps saving time for 

cybersecurity analysts who only need to analyse a single incident, instead of several 

similar ones, to provide a verdict and a response for incidents within the cluster. AI 

can also help in ranking incidents according to their severity, impact, and urgency, 

and provide guidance for the best course of action. By improving the prioritization 

and analysis of incidents, the response process of cybersecurity experts mitigates 

threats more efficiently and effectively. 

The use of AI in detection & response requires frequent adaptation of the models 

to the dynamic nature of events characteristics. It is also important that AI models 

are tailored to the specific context and purpose of devices and services, such as 

operating systems, applications, and functions. The performance evaluation of AI 

models is challenging, as the data is usually highly imbalanced, with only a small 

fraction of the events being related to cyberattacks. AI models used for detection 

& response must be accurate and robust, as false positive incidents can reduce the 

usability and trustworthiness of the solution. Models must also be fast and 
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responsive, as any delay in detection and response can increase the impact caused 

by successful attacks. 

The maturity level of AI applications for EDR and CloudDR is high, indicating that 

AI has become an integral part of these services, enhancing their efficiency and 

effectiveness in detecting and responding to potential threats. AI can provide 

valuable insights and support for cybersecurity experts, enabling them to protect 

devices and services from cyberattacks. 

3.3 Network Security 

AI offers advanced capabilities for the monitoring and analysis of large amounts of 

network traffic across complex network infrastructures. The main application of AI 

for network security relates to Intrusion Detection and Intrusion Prevention 

Systems (IDS and IPS), where network traffic patterns are analysed to detect 

anomalies and suspicious activities that may indicate unauthorized access, 

compromised assets or potential attacks. Another popular network security 

application relates to the analysis of unknown network traffic to identify its source, 

being it a user, device, or application, potentially malicious communication, e.g., 

Command and Control (C&C) traffic or worm spreading in the network. 

IDS and IPS typically leverage anomaly detection capabilities to model normal 

network traffic behavior and detect deviations as potential signs of attacks. This 

approach is particularly effective to detect obvious attacks generating significant 

change in network traffic such as port and service scanning or Denial-of-Service 

(DoS) attempts. Anomaly detection is much less effective at detecting subtle 

attacks and malware communications which are stealthier and resemble normal 

communications. Flagging them would require tuning anomaly detection to be more 

sensitive, which would lead to many false alarms for anomalies that are not 

malicious. To address this type of threat, IDS and IPS rely on classification methods, 

which provide better accuracy. Binary classification is used to distinguish benign 

from malicious communication while multi-class classification is used to identify 

different types of attacks and malicious behaviours in a fine-grained manner. User, 

device, and application identification rely instead on pattern recognition where the 

network communication generated by the entity to identify is tightly modelled and 

further used in pattern matching. For instance, signal processing techniques 

coupled with simple classification methods can be used to identify IoT devices in 

home networks6. 

Features used as inputs to these ML algorithms are extracted from the network 

traffic with the aim of representing the type of communication occurring in the 

network. They are extracted at different granularity levels depending on a set of 

requirements and constraints stemming from the activity to detect, analysis 

latency, available processing power as well as availability of protocol information. 

Network traffic encryption limits the information available for feature extraction. 

Features can be computed from single network packets, groups of network packets, 

communication flows, or from all network traffic captured from a specific vantage 

point. 

 
6 Marchal, S. et al. “AUDI: Toward autonomous iot device-type identification using periodic communication.” IEEE 

Journal on Selected Areas in Communications. 2019 
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A main challenge in network security applications relates to the diversity of network 

traffic to analyse. The abundance of communication protocols makes it difficult to 

model complex environments and behaviors. Network traffic is also increasingly 

encrypted, preventing access to fine-grained packet and payload features that 

contain relevant information. This jeopardizes the identification of stealthy attacks, 

which can be more easily cloaked and adapted to match benign network 

communication when the granularity of captured network traffic is low. AI 

applications to network security are the most successful in monitoring simple, 

stable, and predictable network environments composed of low-end devices with 

simple behaviours, such as Internet-of-Things (IoT) networks or Industrial Control 

Systems (ICS). An example of a successful network anomaly detection system for 

IoT network relies on low granularity network data and builds device-specific AI 

models of their behaviour using Recurrent Neural Network (RNN), a type of DNN 

for modelling sequences7. 

Despite its long history, applying AI to network security remains at a moderate 

maturity level. This is mostly due to the constant evolution of networks and their 

complexity, which regularly raises new challenges for applying AI techniques to 

improve their security. 

3.4 User and Entity Behaviour Analytics (UEBA) 

A key to success in UEBA lies in understanding and 
evaluating the relevance and accuracy of detected 
abnormal event. 

User and Entity Behaviour Analytics (UEBA) is a cybersecurity approach that focuses 

on analysing and understanding the behaviour of users, devices, applications, and 

entities within an organization to detect potential security threats and anomalous 

activities8. UEBA aims for a proactive and adaptive security approach, leveraging 

machine learning to detect subtle and evolving threats, reducing response times, 

and enabling security teams to identify and address potential security incidents 

more effectively.  

UEBA applies behavioral analysis capabilities on user and entity event data, which 

is by its nature typically both voluminous and heterogeneous. Typical events to 

model and monitor include login attempts, downloads/uploads of documents, and 

the usage of certain applications and processes. Event characteristics that are 

considered for modelling include the type of the event, its time of occurrence, 

location, duration, author, and similar factors. They can be modelled using 

unsupervised clustering techniques and time series analysis to capture the location, 

temporality, seasonality, and similarity in the occurrence of these events. These AI 

models or profiles establish a baseline of typical activities, access patterns, and 

interactions for a given user or entity. New events initiated by these entities and 

users can then be compared against the learned profiles to identify if they seem 

normal or anomalous. The flagged events can then be investigated for signs of 

potential insider threats, unauthorized access, or other abnormal behaviour. AI-

 
7 Nguyen, T.D. et al. “DÏoT: A federated self-learning anomaly detection system for IoT.” 39th IEEE International 

conference on distributed computing systems (ICDCS). 2019 
8 Shashanka, M. et al. “User and entity behavior analytics for enterprise security.” IEEE International Conference on 

Big Data. 2016 
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based UEBA services are already provided to mitigate identity-based risks in 

organizations9. 

Building an accurate behavioural model requires a large amount of historical event 

data about the profiled entities and users. This means that UEBA needs an extended 

learning period, during which it can not provide protection for new entities. A further 

challenge is that entities should not depict abnormal behaviors during this learning 

period to ensure that profiles do not include and learn anomalies. The behavior of 

entities targeted by UEBA is typically complex and dynamic, which presents an 

inherent variability that is exacerbated over time. This makes UEBA highly prone to 

false alerts for abnormal events which do not represent any threat. It also means 

that behaviour profiles need to be regularly retrained and updated to capture 

evolutions in behaviour. A key to success in UEBA lies in understanding and 

evaluating the relevance and accuracy of detected abnormal events. Based on this 

understanding, responses to detections need to be adapted to strike a tradeoff 

between a high level in mitigating and preventing risky events and low user 

disturbance. 

The responses must be adapted to the security risk level of an event and the 

potential consequences. The responses must be easily parametrizable and 

modifiable over time. The parameters are typically manually defined and can be 

specific to different user groups for the same type of event. Let’s consider as en 

example event the download of a confidential file in the middle of the night from an 

abnormal location. Example responses might include 

 a) blocking the action,  

b) asking for additional authentication (e.g., multi-factor authentication),  

or c) raising a silent alert having no direct impact to the user.  

Training a UEBA system and tuning its responses to achieve a sensible compromise 

of usable security can be a long process. The implementation of a feedback loop for 

users to comment on and correct inappropriate responses is key to improving UEBA 

performance and reaching this compromise. 

UEBA is a rather recent application of AI in cybersecurity and its maturity level is 

medium. The challenges in modelling the diversity and dynamicity of user and 

complex entity behaviour result in a comparatively low accuracy, which requires a 

lot of detection fine-tuning in the response phase. This prevents the usage of UEBA 

in critical automated decision making. 

3.5 Security Analytics 

Security Information and Event Management (SIEM) systems integrate and analyse 

data from various sources, such as event data analysis (EDR and ClouDR), user and 

entity behaviour analytics (UEBA), network security, and other security systems. 

This integration enables a holistic view of the security posture of the entire 

corporate network and facilitates the identification and mitigation of emerging 

threats. Traditional SIEM solutions face several limitations, such as producing many 

 
9 What is Entra ID protection?. https://learn.microsoft.com/en-us/entra/id-protection/overview-identity-protection  

https://learn.microsoft.com/en-us/entra/id-protection/overview-identity-protection
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false positive alerts, relying on a limited amount of data for analysis, and lacking 

the ability to respond quickly and effectively to incidents.  

AI can address these challenges and enhance SIEM solutions with various 

capabilities. AI can automate the complex processes of data aggregation, 

normalization, enrichment and correlation through information retrieval and pattern 

recognition techniques. AI can correlate past security events and use threat 

intelligence to detect and prevent advanced persistent threats (APTs) that evade 

traditional security measures. It can potentially automate alert generation and 

implement predefined response actions or partially orchestrate complex response 

workflows using generation methods. However, full automation is complex to 

achieve and prone to errors given the current capabilities of generative AI methods 

and their limitations, like hallucinations. It would require a careful training of AI 

models, giving them knowledge of team organization, individuals capabilities, 

existing workflows, etc. More promising approaches to using AI in SIEM is to 

prioritize and support the investigation of security events for security analysts, 

much like in endpoint detection & response systems as discussed above. Clustering 

techniques can be used to group security events and decrease the workload of 

manual analysis. Ranking can also be used to prioritize the manual analysis of 

security events by SIEM operators. 

The integration of AI into SIEM systems holds considerable promise, but it also 

comes with a set of challenges. Data acquisition can reveal difficult since it is often 

unavailable, of low quality or the collection can be restricted due to privacy issues 

and to its sensitive nature. Moreover, the normalization and correlation of data of 

different nature from different systems is an additional challenge. There are 

instances where AI models may incorrectly classify harmless activities as threats, 

known as false positives, or fail to detect actual threats, known as false negatives. 

Both situations can lead to serious consequences, such as unnecessary alarm or 

unnoticed security breaches. 

Although AI has been applied for SIEM applications, the maturity level of this 

technology remains medium, meaning that there is room for further improvement 

and innovation. AI can use natural language processing and reasoning to assist 

cybersecurity experts in querying databases and conducting initial cybersecurity 

evaluations. This would enable experts to focus on more complex and critical 

cybersecurity tasks and provide them with more context. Additionally, AI can use 

generative models to create realistic and diverse scenarios and cyberattack 

simulations. This would help security teams to test and improve their SIEM 

solutions, as well as train and evaluate their skills and readiness. 

3.6 Threat Intelligence 

Cybersecurity threat intelligence revolves around collecting, processing, and 

analysing data to grasp threat actors' goals, targets, and attack strategies. It is a 

security measure meant to anticipate and prevent cyberattacks before they occur. 

The integration of AI into threat intelligence platforms holds substantial promise. 

AI can automate mundane tasks, enabling cybersecurity analysts to concentrate on 

intricate threat analysis. Its capacity to handle large datasets and spot patterns 

offers crucial insights that supports threat prevention and detection. This is 

particularly valuable in today's interconnected landscape, where the sheer volume 

and intricacy of threats continue to escalate. 
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AI can enrich threat intelligence platforms by automating the search and integration 

of relevant data from cyber intelligence reports and open-source threat intelligence 

(OSTI) feeds using information retrieval capabilities, ensuring continuous updates 

with the latest threat information10. LLMs can also readily be used in a simple 

manner to summarize and synthesize cyber intelligence reports, saving time for 

threat analysts. Aside from known sources of threat intelligence, information 

retrieval techniques can also be used to find threat intelligence from uncommon 

sources, such as social media where vulnerability information could be found using 

Deep Learning techniques11. Additionally, AI can track the evolution of crucial 

themes in cyber threats over time, enabling the identification of patterns and 

prediction of future threats, which fosters a proactive approach to threat 

management12. Considering the diverse global sources of intelligence often 

presented in multiple languages, AI can also be used to translate these multilingual 

threat sources, preventing critical information from being overlooked due to 

language barriers. Classification abilities and explainable AI methods can also guide 

cybersecurity experts through threat analysis dashboards, directing their attention 

to emerging attack trends. 

While the integration of AI into threat intelligence platforms has significant 

potential, it also presents several challenges. It needs volumes of high-quality data, 

and it can potentially generate incorrect outputs, which can significantly harm the 

quality of information available in threat intelligence portal. The processing of large 

amount of heterogeneous input information sources represents a challenge in 

ensuring that relevant data is not missed, and all data of different nature is properly 

correlated to generate sensible outputs. 

3.7 Vulnerability Management 

The potential benefits of AI for vulnerability management 
are significant. It already brings benefits for supporting 
cybersecurity analysts in penetration testing activities and 
reduces the costs and efforts of manual vulnerability 
analysis and mitigation. As generative AI methods 
improve, they are expected to play a more significant role 
in vulnerability management in the future. 

Vulnerability management is the process of identifying, assessing, and mitigating 

the risks posed by security flaws in IT systems. Vulnerability management is 

supported by a collective industry effort to record and maintain public databases of 

known vulnerabilities, such as the Common Vulnerabilities and Exposures (CVE) 

list. While comprehensive information about vulnerabilities in common libraries and 

software is available, keeping an up-to-date knowledge of newly discovered 

vulnerabilities and how they affect an organization, as well as finding new 

 
10 Pantelis, G. et al. “On Strengthening SMEs and MEs Threat Intelligence and Awareness by Identifying Data 

Breaches, Stolen Credentials and Illegal Activities on the Dark Web.” 16th International Conference on Availability, 
Reliability and Security. 2021 
11 Iorga, D. et al. “Yggdrasil—early detection of cybernetic vulnerabilities from Twitter.” 23rd International Conference 

on Control Systems and Computer Science. 2021 
12 Kim, G. et al. “Automatic extraction of named entities of cyber threats using a deep Bi-LSTM-CRF network.” 

International journal of machine learning and cybernetics. 2020 
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vulnerabilities in original source code are challenging. AI can help in addressing 

these challenges. 

AI can be used to easily keep track of new vulnerabilities in databases and test if 

they apply to the software or code of an organization. For instance, natural 

language processing (NLP) combined with ranking techniques can be used to list 

and prioritize the known vulnerabilities that most likely affect a given software 

program13. Deep learning used in combination with pattern recognition can be used 

to identify know vulnerabilities in source code14. Automated vulnerability 

categorization is another domain where AI capabilities like classification can be used 

to divide the detected vulnerabilities in an organization into predefined groups from 

the Common Weakness Enumeration (CWE) categories15. This procedure helps to 

organize and prioritize the vulnerabilities according to their severity, impact, and 

exploitability according to CVE information. AI methods have also been used to 

improve the discovery of new unknown vulnerabilities by supporting software fuzz 

testing. Generative deep learning methods can be used to guide fuzz test case 

generation towards improving coverage of vulnerabilities, rather than global code 

coverage, thereby optimizing and improving vulnerability discovery16. There is 

some hope that generative AI methods could also be used directly in an offensive 

manner to fuzz software program on their own, but there has not been a very 

successful example of such an application yet. Similarly, new tools based on 

generative AI methods and LLMs show promises in assisting red teaming and 

penetration testing exercises17. These solutions can effectively support the choice 

of offensive tools, the selection of next steps for tests and the interpretation of test 

results, while still presenting limitations. 

A key challenge for using AI in vulnerability management is the lack of sufficient 

and reliable data for training and testing the AI models, especially for the purpose 

of detecting unknown and zero-day vulnerabilities. Generative AI methods still 

struggle at generating code or executable commands that need follow a strict 

syntax to be compiled and executed. A single wrong character in text generated for 

human reading is acceptable, while in executable commands, source code or 

network packets, it can make their interpretation impossible. Finally, the ethical 

and legal implications of using AI for vulnerability discovery and exploitation may 

pose a threat to the security and privacy of IT systems, since these AI systems can 

potentially be repurposed by attackers to perform actual cyberattacks. 

The maturity level for using AI in vulnerability management is low and still in the 

pilot stages, as most of the techniques are still in development or testing and have 

not been widely adopted or deployed in real-world scenarios. However, the potential 

benefits of AI for vulnerability management are significant. It already brings 

benefits for supporting cybersecurity analysts in penetration testing activities and 

reduces the costs and efforts of manual vulnerability analysis and mitigation. As 

 
13 Huff, P. et al. “A recommender system for tracking vulnerabilities.” 16th International Conference on Availability, 

Reliability and Security (ARES). 2021 
14 Jeon, S., and Kim, H.K. “AutoVAS: An automated vulnerability analysis system with a deep learning approach.” 

Computers & Security. 2021 
15 Saha, T. et al. “SHARKS: Smart hacking approaches for risk scanning in Internet-of-Things and cyber-physical 

systems based on machine learning.” IEEE Transactions on Emerging Topics in Computing. 2021 
16 Wang, J. et al. “Skyfire: Data-driven seed generation for fuzzing.” IEEE Symposium on Security and Privacy. 2017 
17 Deng, G. et al. PentestGPT: An LLM-empowered Automatic Penetration Testing Tool. arXiv. 2023 
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generative AI methods improve, they are expected to play a more significant role 

in vulnerability management in the future. 

3.8 Compliance and Risk Management 

Security risk management is the process of identifying, estimating and prioritizing 

cybersecurity risks associated with operations, assets, and individuals within an 

organization. The Cybermeter (Kybermittari) introduced by Traficom18 is an 

example tool for security risk management and evaluation of the maturity level of 

an organization’s cybersecurity. AI can support and reshape the complex, costly 

and time-consuming process of security risk management, which typically requires 

active human involvement and expertise. The automation of risk analysis, 

cybersecurity capability evaluation, and impact assessment fortifies the capabilities 

of risk management teams by harnessing both internal and external risk data, 

thereby facilitating real-time evaluation of risk factors and associated metrics. AI 

stands as a catalyst to automate multifaceted tasks such as calculating risk scores, 

inferring the probability of potential security incidents, identifying critical 

vulnerability risk indicators, and conducting comprehensive risk assessments and 

decision analysis.  

AI can ease asset management, a foundation for risk management, by 

automatically identifying, categorizing, and keeping track of information, people, 

equipment, and systems that support an organization to accomplish its goals. The 

automation of asset management can be supported by classification and pattern 

recognition techniques applied to each asset of an organization. Combined with 

scanning approaches that would regularly identify the appearance of new assets or 

the removal of old assets, AI can help keep an up-to-date inventory of assets. 

Features representing the identified assets can further be used as input to ranking 

algorithms to automatically identify their relative importance and their security risk. 

These results can in turn be used to prioritize the deployment of security measures 

to protect and reduce the risk associated with high value assets. Similarly to asset 

management, AI can be used to make an inventory of deployed security measures 

within an organization and help automatically computing how these defenses 

mitigate the security risk in correlation with the identified threats and 

vulnerabilities. Such an application helps assess the security posture of an 

organization by automating these typically manual inventory and rating tasks, like 

the ones required by the Cybermeter. 

AI techniques can also support supply chain risk management by automating threat 

analysis and prediction, optimizing cybersecurity investment, and assessing the 

cyber resilience of supply chains. Resilience assessment can be generalized to 

evaluate the protection, detection, response, and recovery mechanisms related to 

any asset and processes within an organization. This automation is enabled by 

information retrieval and correlation techniques applied on systems and security 

documentation, asset inventory, historical incident data, network and system logs, 

vulnerability data and threat intelligence from both within and outside the 

organization. 

AI can also play a significant role in bolstering security compliance and governance 

within organizations, thereby decreasing their security risk. For instance, AI has 

 
18 Traficom. Kybermittari - Cybermeter. https://www.kyberturvallisuuskeskus.fi/en/our-services/situation-awareness-

and-network-management/kybermittari-cybermeter  

https://www.kyberturvallisuuskeskus.fi/en/our-services/situation-awareness-and-network-management/kybermittari-cybermeter
https://www.kyberturvallisuuskeskus.fi/en/our-services/situation-awareness-and-network-management/kybermittari-cybermeter
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already been used for policy enforcement in communication networks19. Policy 

proxies can be deployed in routers to identify the network traffic subject to policies 

using classification methods and assisting in applying these policies to ensure 

adherence to regulations. Information retrieval and generation capabilities also 

have a potential for automated extraction of risk indicators and converting them 

into actionable insights to proactively prevent cybersecurity breaches by swiftly 

addressing emerging risks. 

The maturity of AI applications for security compliance and risk management 

remains low. It relies on analyzing, synthetizing, and extracting highly targeted 

information from large amounts of heterogeneous data. There is no single definition 

for risk or unique process for risk assessment and risk management. Thus, it is 

difficult to train AI systems for performing a task which has no clear definition. 

Nevertheless, the recent advances in information retrieval and generation provided 

by LLMs hold great promises for this type of application.  

  

 
19 Odegbile, O. et al. “Dependable Policy Enforcement in Traditional Non-SDN Networks.” 39th IEEE International 

Conference on Distributed Computing Systems (ICDCS). 2019 
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Application AI Capabilities Maturity 

Threat prevention and detection • Classification 

• Pattern recognition 

• Clustering 

High 

Endpoint and cloud security • Classification 

• Anomaly detection 

• Pattern recognition 

• Clustering 

• Ranking 

High 

Network security • Classification 

• Anomaly detection 

• Pattern recognition 

Medium 

UEBA • Behavioural analysis 

• Clustering 

Medium 

Security analytics (SIEM) • Pattern recognition 

• Anomaly detection 

• Information retrieval 

• Ranking 

• Generation 

Medium 

Threat intelligence • Classification 

• Clustering 

• Information retrieval 

• Generation 

Low 

Vulnerability management • Classification 

• Pattern recognition 

• Ranking 

• Generation 

Low 

Compliance and risk management • Classification 

• Information retrieval 

• Ranking 

• Generation 

Low 

Table 1: AI cybersecurity applications, their leveraged capabilities and maturity level. 
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4 Recommendation and good practices: How to use AI? 

Developing AI models for cybersecurity presents a complex 

undertaking fraught with numerous pitfalls, the avoidance of which 

usually comes from experience. Drawing insights from a successful AI 
development instance and input from data scientists and 

cybersecurity experts, a set of recommendations is exemplified and 
provided here to guide the inception and enhancement of AI systems 

tailored for cybersecurity applications.  
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4.1 Story of a successful ML application development 

In AI projects, the likelihood of failure is high due to the 
complexity of implementation and deployment, and the 
uncertainty of outcomes. Both these aspects must be 
addressed as early as possible through the definition of 
business objectives and feasibility studies. 

Several considerations come into play when developing AI applications for 

cybersecurity. We exemplify how these considerations should be applied by 

describing the development of an AI system for cybersecurity. From this example, 

a generic methodology for successful AI development can be drawn and generalized 

to other cybersecurity use-cases. The example application is a detection system for 

malicious portable executables (PE), which is a file format for executable 

applications. 

A good AI development process starts with the definition of business objectives for 

the application to develop. Considerations regarding the need for an AI-based 

solution and possible non-AI alternatives should be discussed then: benefits and 

challenges of AI-based security solutions must be weighed against each other to 

identify potential gains. For the PE detection system, the volume of files to be 

analyzed, the diversity of malicious PEs and the complexity in identifying them 

called for an AI-based solution. The detection of malicious PE files was a feature 

already provided by a product from an external vendor. The business objectives for 

this new solution were two-fold 1) gaining independence from the external vendor 

and 2) improving the performance and accuracy of malicious PE detection. Based 

on this, concrete metrics were defined to evaluate the target performance of the 

system, which set criteria for success against which the system should be regularly 

evaluated. The evaluation metrics for the PE detection model were the cost of 

operation, overall accuracy of detection, false positive rate, and coverage. 

Threshold values defining success were defined based on the performance of the 

currently used product made by the external vendor. This definition of business 

objectives and their translation into key performance indicators (KPIs) with clear 

target values is paramount to ensure the AI system brings gains from a business 

perspective. 

After the definition of business objectives comes the definition of requirements for 

deployment in production. A feasibility study needs to be performed to ensure the 

availability of data, the integration of the solution in the existing process(es), the 

need and possibility to modify existing system components, the acceptable cost of 

operation, and other factors. The several stages of the AI pipeline must be defined, 

such as data collection and processing, sanitization, feature extraction, training, 

validation, operation, monitoring, and improvement. Each stage should be 

prioritized according to its importance in achieving a deployable ML system, i.e., 

while data collection and training are mandatory steps; sanitization, monitoring and 

improvement may not be. For each stage, a theoretical but feasible solution must 

be proposed. Blockers, challenges, and issues must be identified. For the PE 

detection system, data collection, data processing, feature extraction, training and 

validation were the minimum required steps to get a viable AI system. Each of 

these stages needed a realistic and deployable solution. If the implementation of a 

critical stage seems not feasible during this design phase, the project should be 
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shut down to cut down on investment for a solution that has no future. For a given 

organization, the same issues are often recurring in different AI projects. It is 

important to identify these recurrent issues, keep track of them and, if needed, 

develop processes and tools to address them consistently. 

In AI projects, the likelihood of failure is high due to the complexity of 

implementation and deployment, and the uncertainty of outcomes. Both these 

aspects must be addressed as early as possible through the definition of business 

objectives and feasibility studies. Only after the potential for gains and feasibility 

are confirmed can the development of the system start. 

The next step is to assess if the AI solution has potential towards the business 

objectives. A prototype must be built quickly, but a lot of care must be put into 

gathering relevant data to train and test this prototype. It is important to collect a 

small experimental data set that is representative of the global data distribution 

that the production system will need to analyze. This data set will be used for 

training and validation of the ML model according to the KPIs previously defined. 

For the PE detection system, data from different organizations, having different 

activities, and from different geographical locations was collected over a continuous 

period. The data used for training and validation was then split according to 

collection time: older data to train the model and newer data to validate it. Data 

collection and preparation during the development phase must be representative 

of the real production environment to obtain sensible performance results, close to 

what is expected to be obtained when the real system is deployed. Even when this 

step is carefully implemented, it is likely that discrepancies in performance results 

will remain, but it is important to minimize them. 

After data collection is addressed and a first prototype AI system is developed, it is 

important to get it to production as soon as possible by developing the minimal 

functionalities required for the mandatory stages of the AI pipeline. The AI system 

should ideally produce all the results it is supposed to, but these results should not 

be used yet for decision making. These results should be used to compute the KPIs 

initially defined (cost, accuracy, etc.) and used in an iterative process of training, 

validation, and improvement of the ML model until target KPI values are reached. 

It is also sensible to deploy the initial ML model with a limited load of data, e.g., 1-

10% of the normal data stream, and to progressively increase its load to eventually 

reach full load. This enables cost saving during the improvement phase and it 

removes the scaling factor from the initial performance evaluation. An early release 

to production enables the quick identification of problems that may not occur in 

development or staging environments. This presents two advantages. First, it 

provides extra opportunities to identify real issues and limitations that would make 

the solution unfeasible, making it possible to shut down an unfeasible project early 

on. Second, by implementing and testing mandatory functionalities, one can 

identify how solutions for issues in each AI stage (e.g., data collection) may impact 

and generate constraints on other AI stages (e.g., sanitization or training). This 

leads to re-evaluating the initial feasibility requirements, to likely increase them, 

but also to bring them closer to reality. 

For the PE detection system, this exact test deployment process was applied. The 

monitoring and visualization of performance results was also implemented early in 

this test production AI pipeline. It allowed the easy computation of accuracy and 

coverage KPIs and comparison between the new AI-based PE detection system and 
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the solution from the external vendor when applied to the same production data. 

This results comparison led to identify the strength of each system, their scopes 

and, if the systems should be combined in series or in parallel, considering 

accuracy, running cost and latency of each system. The visualization of results was 

additionally used for security experts to manually analyze when the decisions 

between the two systems disagreed. This feedback was used to improve the AI 

system in a human assisted reinforcement learning fashion. Additional performance 

comparison was also performed using standardized tests performed by an 

independent testing organization. These tests are a common practice to compare 

and rate the performance of different products in the cybersecurity industry. 

Once it was confirmed the AI-based PE detection system met its KPI and it could 

run with full load at an acceptable cost, its results started to be used for decision 

making in the detection of malicious PE. The development for optional stages of the 

AI pipeline, like data drift detection and improvement through feedback, were 

started to further improve the performance and maintainability of the system. After 

an AI project is deployed it is important to focus on easy and low-cost 

maintainability. Performance of the system can quickly decrease, and one should 

be able to address issues quickly in such a situation. As an organization wants to 

develop, test, and deploy more ML-based systems it is important to consider 

developing processes and libraries to assist and uniformize development and 

maintenance. For instance, creating common libraries for quick deployment of 

models and a shared AI performance monitoring function is very useful. Also, the 

collection and aggregation of data in a single and uniform storage system helps in 

accessing data for AI development and operation purposes. These initiatives greatly 

improve the efficiency of AI system development, testing, deployment and 

maintenance, thereby reducing their cost. 

4.2 Keys for success in AI for cybersecurity 

Based on the previous example of successful AI development and on feedback 

from data scientists and cybersecurity experts developing AI systems, we draw 

the following recommendations for starting or improving the development of AI 

systems for cybersecurity applications. These recommendations are summarized 

in figure 3. 

• Focus on understanding the problem: Clearly define the problem you want 

to address, the need for an AI-based solution and the expected gains it will 

provide. Do not choose AI to solve a problem based on motivations such as AI 

hype, marketing value, or “having a lot of unused or under-used data”. One 

must clearly know the challenges to solving a problem, understand the 

capabilities provided by AI, and evaluate if the solution fits the problem. A 

typical requirement in cybersecurity problems is extremely high accuracy or 

incredibly low false positives. One must understand if such requirements can 

be met by using an AI-based solution. 

• Consider application criticality: AI systems will always make mistakes. It is 

important to consider how critical the decisions of the AI system (and responses 

to them) are. It is better to use AI solutions for applications with low criticality 

or make sure that there are humans in the loop when increasing the criticality. 

Using this process will prevent dramatic failures. Also, when starting to use AI 

for cybersecurity, only consider non-critical applications during the first 

project(s). 
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• Link AI performance to business objectives: From the start of the project, 

business objectives must be identified and linked to quantifiable AI performance 

metrics, e.g., accuracy, precision, false positive rate, latency, and cost. These 

performance metrics must be evaluated as early as possible and recomputed 

regularly throughout the project development. 

• Identify requirements for deployability: Before going into project 

development, study the feasibility of deployment, the dependencies of the AI 

system, its integration with existing systems, the need and possibility to modify 

existing components. Ensure that deploying the AI system is feasible and all 

dependencies can be realistically addressed within budget. Many security-

related AI projects end up never being used in production due to integration 

and deployment issues. 

• Ensure relevance, availability, and quality of data: Avoid the common 

mistake of starting on AI project “from data”, i.e., this data is available, let us 

see if we can solve a problem with it. Start from the problem, define the data 

needed to solve it and develop the capabilities to collect it. Then, ensuring data 

quality, consistency, completeness and representativity is paramount for 

development, validation, and production. An AI project can only be successful 

with high quality data.  

• Know your data and its evolution: ML system performance can change 

quickly over time due to changes in the distribution of data in production 

environments. The data input to security processes is highly subject to these 

changes commonly known as data drift. It is paramount to understand how 

quickly data distribution changes and to monitor it. Solutions must be 

developed to cope with these changes and to prevent performance degradation. 

A periodic retraining of the ML model with fresh data is often the best solution. 

The periodicity of retraining must be chosen based on the speed of data drift 

and the cost of obtaining new data (which often also needs to be labelled). 

• Avoid complexity: Do not fall into the trap of hype for deep learning and large 

language models. Always choose the simplest AI solution meeting the 

requirements of the problem being solved. Complex AI solutions always come 

with drawbacks such as higher running costs, higher needs for data, difficulties 

in understanding their decisions, and potential generalizability issues. 

• Deploy early: The transition from test to production environment often reveals 

issues that were thought to be addressed when they are not. Production 

environments bring new constraints and challenges. For instance, data 

available in the production environment will almost always be different than 

that available during development and validation. In addition to scalability and 

latency issues, it can also lead to discrepancies in accuracy expectations. 

Developing a minimum viable product and deploying it early makes it possible 

to anticipate these issues with solutions that address them in production and 

not only in test environment. 

• Be flexible with deployment and response options: When looking at using 

the results of an AI system, one must have an open mind and be flexible. The 

outputs of an AI project remain uncertain until the end, and different options 

should be considered to reap its benefits. AI systems are rarely accurate enough 

to be used as standalone systems in critical decision making. Different 

deployment options and combinations with other systems should be considered, 

in parallel or in a pipeline, based on the strength and scope of each system. For 

instance, a fast and low-cost AI system that has suboptimal accuracy could be 

used as first step in a pipeline. The first system only acts in cases of high 



32 

certainty and sends other cases to a second higher accuracy component, which 

can then afford to be costlier and slower. In addition, responses to decisions of 

AI systems should be adaptive and defined according to accuracy and criticality 

of the resulting actions. For instance, AI systems providing suboptimal accuracy 

should not be used to make critical decisions or be associated with intrusive 

responses degrading user experience and usability. 

• Be mindful of processing and computation costs: AI used in cybersecurity 

often requires the parallel processing of large amounts of data, both for training 

and prediction. The training of complex ML models like DNNs and LLMs can be 

very computation intensive, and one must consider the likely need to perform 

this task on a regular basis because of data drift. The cost for data processing 

and computation can be very high in cloud services considering the price of the 

used hardware (e.g., GPU). As this cost can be a showstopper, it should be 

estimated early on, and optimization strategies should be developed to keep it 

acceptable. 

• Develop cross-competences: Effective problem solving requires both 

technical competence in the AI solution and in the domain in which it is applied. 

The most effective way to develop effective AI solutions that meet their 

expected outcomes is by having data scientists with deep understanding of the 

cybersecurity domain or cybersecurity experts with advanced training and 

theoretical foundation in data science. This cross-competence is usually not 

readily available in the job market, and it must develop in-house through a 

lengthy training process. A starting point is to give generic cybersecurity 

training to data scientists AND data science training to cybersecurity experts 

such that both these experts can have a common language and collaborate 

more effectively in problem solving. 

• Develop tools and processes for recurrent tasks: AI project time spans 

from conception to deployment are quite extensive. If an organization plans to 

develop several AI systems, it must systematize processes and develop libraries 

to ease and automate repetitive common tasks. For instance, libraries and 

systems for data loading, libraries for deployment to production, common API 

for AI systems, libraries for monitoring and platforms for visualizing 

performance should be developed to optimize AI projects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Keys for successful AI applications in cybersecurity, organized by project stages. 
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5 The future of AI for cybersecurity 

The constant increase in complexity, speed, and scale of cyberattacks 
has been a catalyst to the continuous adoption of AI in cybersecurity 

applications. This trend is bound to continue in the future, considering 

the growing AI hype and the availability of new AI technologies, like 
LLMs. Long-lasting benefits from this trend will only be reached 

through sensible applications of AI to relevant security problems. 
Nevertheless, current and future AI applications will face ethical, 

technical and regulatory challenges, which are new, not considered 

thus far, and may hinder their development.  
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5.1 Applications of LLMs to cybersecurity 

Large Language Models (LLMs) offer an interesting potential to enhance numerous 

cybersecurity applications where AI has previously encountered challenges. Their 

capacity to comprehend tasks in natural language and yield outcomes interpretable 

by humans significantly lowers the entry barrier for non-AI cybersecurity experts 

to explore AI technologies. This widening scope for experimentation amplifies 

opportunities in cybersecurity applications, paving the way for increased creativity 

and innovation. Nonetheless, this initial exploration will necessitate subsequent 

expert involvement to transform experimental ideas into production-level solutions. 

For organizations having yet a low maturity in using AI for cybersecurity, LLMs are 

a game changer presenting an opportunity to catch-up with their delay. 

LLMs may not yield substantial enhancements in mature applications such as threat 

detection or endpoint security, particularly in terms of detection capabilities. 

However, their proficiency in synthesizing intricate inputs and generating easily 

comprehensible outputs holds the potential to introduce greater transparency and 

provide explainability to opaque decision-making processes. This potential 

augmentation could elevate system usability by providing users with 

comprehensive explanations and better context regarding actions like blocking the 

opening of a file or the visit of a website. Additionally, they can support the 

enhancement of detection systems by offering insights into the reasons behind 

errors, including false positives and false negatives, thereby helping to fix these 

errors. LLMs can also potentially support more conventional security solutions used 

in threat detection and endpoint security, like the definition of detection rules for 

rule engines. Based on attack investigation, detection rules could be formulated by 

security analysts using natural language and fed to LLMs which would translate and 

generate formatted rules applicable by a rule engine. Overall, LLMs can increase 

the automation and the usability of already mature AI applications for 

cybersecurity. 

Beyond these applications, LLMs have a great potential for improving security tasks 

involving human experts. Their ability to process and synthesize large amounts of 

heterogeneous data can be handy in threat intelligence and vulnerability 

management where the wealth of information to collect and analyse is humongous. 

LLMs can pull data from both internal and external information sources, combining 

them together and extracting relevant information about new threats affecting the 

organization and new vulnerabilities affecting its systems. In security analytics and 

security operation centres (SOC), LLMs can support security alert investigation, 

pulling information from different systems to contextualize security events. They 

not only streamline initial contextualization tasks but also facilitate deeper 

investigations through iterative interactions, allowing analysts to delve deeper and 

seek additional information as they get a better understanding of an attack. Acting 

as a bridge across various information sources and providing reasoned insights, 

LLMs can offer substantial assistance in human-involved security operations. This 

transformation is evident in new products aiding security teams20 and showcasing 

the evolving integration of LLMs in enhancing security processes. LLMs also hold 

promise in suggesting responses and mitigation actions for the investigated threats. 

As the reliability of LLMs advances, we anticipate increased automation in 

 
20 Microsoft Secutity Copilot. https://www.microsoft.com/en-us/security/business/ai-machine-learning/microsoft-

security-copilot  

https://www.microsoft.com/en-us/security/business/ai-machine-learning/microsoft-security-copilot
https://www.microsoft.com/en-us/security/business/ai-machine-learning/microsoft-security-copilot
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investigations and subsequent responses, reducing human intervention in these 

processes. This shift has the potential to mitigate the scarcity of security experts, 

empowering tier-1 security analysts to tackle only intricate tasks demanding their 

expertise. 

A last LLM application holding great potential is toward security education. In a 

similar way as the SOC assistant previously discussed, LLMs can also be more active 

to train junior security analysts at alert investigation. Given a security event, they 

can suggest the information to pull and correlate, indicators to look at, and the 

response actions to perform. LLMs can also teach and enhance the application of 

security practices for regular developers and system administrators. Coding 

assistants can teach secure coding and ensure its principles are consistently applied 

during software development. For instance, some coding assistants include a 

security scanning feature to find and pre-emptively resolve potential security 

vulnerabilities in code21. LLMs can also be setup as assistants to configure complex 

systems, such as cloud services, in a secure manner. Even though cloud service 

providers implement high grade security in their infrastructure, a significant 

security threat comes from incorrect deployment configuration from their users, 

due to the complexity of defining proper parameters. LLMs can guide system 

administrators through this configuration process, interacting and providing 

information parameters as well as suggesting values based on the needs expressed 

to the LLM. Finally, LLMs can also help in training non-expert users of IT systems, 

teaching them about security threats and helping them to detect them better. For 

instance, LLMs are already used to simulate advanced spear-phishing attacks that 

would be launched by skilled attackers, increasing the ability of end users to detect 

and avoid falling victim for them.  

Error! Reference source not found. depicts a tentative timeline for the adoption 

of LLMs in cybersecurity applications. Their first main application will likely be 

educational, enabling experimentation and teaching basic security practices at 

scale. Early applications will also encompass support for security analytics, enabling 

contextualisation of security events and recommending responses to them. As time 

goes by, LLMs will support more complex tasks related to threat intelligence and 

vulnerability management, like the discovery of know vulnerabilities in systems and 

codes the support to penetration testing exercise. In the long term, we can forecast 

that LLMs will hypothetically be able to deal with tasks requiring a higher level of 

expertise such as the discovery of new vulnerabilities (zero-day), the automation 

of security posture assessment and management, or the orchestration of responses 

to complex incidents. 

  

 
21 Amazon CodeWhisperer. https://aws.amazon.com/codewhisperer/  

https://aws.amazon.com/codewhisperer/
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5.2 Risks, threats, and upcoming challenges 

The increased adoption of AI for many applications has come with revelations 

regarding limitations about this technology. Issues related to bias (unfairness) of 

AI systems, lack of explainability but also security and privacy issues have attracted 

significant attention lately. AI systems are vulnerable to new security threats called 

adversarial ML attacks, which only affect these systems. Among these attacks, 

model poisoning and model evasion are concerning threats since they compromise 

the integrity of AI systems and the reliability of their predictions. Model poisoning 

is an attack whereby an adversary maliciously injects or modifies the training data 

or the training logic of an AI model to reduce the correctness and/or confidence of 

its predictions. Model evasion is an attack whereby an adversary maliciously 

constructs inputs to be sent to an AI system at inference time to receive incorrect 

predictions. Considering AI systems used for detection and prevention of security 

threats, cyberattacks are likely to leverage these attacks to fool AI systems and 

circumvent defences. Consequently, AI systems used for cybersecurity must 

consider these threats and implement defences against them to ensure they are as 

secure and resilient against attacks as non-AI based systems. Even though real-

world adversarial ML attacks have been seldom observed yet, they are projected to 

become prevalent in the future. 

Privacy issues are also an increasing concern since it has been shown that AI 

models, especially GenAI and LLM models, are prone to leak information about the 

data they are trained with. This issue either put constraints on the data that can be 

used to train AI models, or it requires additional rail guards to ensure no data 

leakage is possible. New AI technologies also have their issues. While conventional 

AI models tend be highly reliable at certain tasks, LLMs have more issues with the 

quality and reliability of their outputs. Hallucination is specific issue of LLMs where 

they generate incorrect or nonsensical information that seems plausible or coherent 

but is inaccurate or fabricated. This lack of reliability limits applications for 

automated decisions like threat detection and prevention, where high accuracy is 

required. Hallucination also raises concerns for applications such as support in 

security incident investigation or security training where users would have to rely 

on accurate information. While this issue remains, sensible applications of LLMs 

would only be limited to those involving human experts being able to quickly check 

the validity of the produced outputs. 

The widespread adoption of AI in cybersecurity will come through the development 

of trustworthy AI systems, namely reliable, secure, privacy-preserving, fair and 

transparent. Reaching maturity in all these aspects will take a long time though. In 

the meantime, a sensible AI risk management process must be implemented 

together with AI governance to identify, understand, and mitigate the risk 

associated with using AI in cybersecurity. Navigating this path will be challenging 

yet inevitable, considering AI is likely to be the sole solution to counter AI-based 

cyberattacks, as this threat is growing22. AI is likely to be the new arms race 

between attacker and defender in the cybersecurity battle. 

 
22 Traficom. The security threat of AI-enabled cyberattacks. 2022 
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5.3 AI requirements, regulation, and standardization 

Organizations leveraging AI in cybersecurity should 
establish robust AI governance, usage guidelines and a 
code of conduct. This will ensure ethical, safe, and 
efficient integration of AI within their cybersecurity 
systems, prioritizing benefits while mitigating potential 
harm. 

The application of AI in cybersecurity has been open and subject to little constraints 

so far. AI can be used for virtually any cybersecurity application, provided that the 

data input to AI systems is collected and processed in compliance with data 

regulation, e.g., the EU GDPR23. Data regulation sets constraints on the use of 

personally identifiable information (PII) for AI. It also raises challenges in the 

development and experimentation of AI systems by limiting data access for 

experimentation. Customer data collection is authorized only if it serves a 

functionality in an existing product or service. However, data is required for the 

development and testing of AI systems before validating their utility and being able 

to offer a resulting service. Consequently, data intended to be used for AI, and 

which does not serve another purpose yet, requires explicit consent from customers 

to be collected for experimentation. 

Regulation on the ethical and safe usage of AI is now being written and adopted. 

Even though some industrial sectors like finance and automobile have their own 

regulation on the use of AI, the cybersecurity industry falls under generic AI 

legislation. Some examples of AI regulation are the EU AI act24, under provisional 

agreement and applicable within the European Union, or the AI bill of rights25 being 

proposed in the USA. The European Union is the most advanced into regulating the 

use of AI, including in cybersecurity applications. The AI act will most likely ban 

some AI applications and set strong requirements for high-risk applications such as 

infrastructure management, law enforcement, health care or migration 

management. Under the provisional classification, most cybersecurity applications 

would fall under limited or low risk AI applications, which would only be required to 

transparency and provision of information to users. Nevertheless, it remains unclear 

if AI-based security solutions used to secure high-risk applications would be subject 

to the same strong requirements as the applications they secure. These 

requirements provisionally include risk management, human oversight, robustness, 

and security, among others. Security would be a sensible requirement for AI 

systems used in cybersecurity applications since the existence of an attacker 

attempting to circumvent and compromise defence systems is a given in this 

industry. It might be thus desirable to have an industry specific regulation setting 

the sensible requirements for the use of AI in cybersecurity. 

The upcoming AI regulation is yet to be linked to comprehensive technical 

standards, which would equip AI practitioners with clear guidelines to meet the 

established legal requirements. While some initiatives exist to define technical 

 
23 Council of the European Union. General Data Protection Regulation (GDPR). 2016 
24 Council of the European Union. Artificial Intelligence Act (AI act). 2021 
25 US Office of Science and Technology Policy. AI bill of right. 2023 
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standards for AI, e.g., the ISO/IEC JTC 1/SC 4226, these are still early work showing 

little progress. This is understandable since, taking the example of security 

requirements, there is no foolproof defence that exist yet against certain adversarial 

ML attacks. Nevertheless, guidelines and recommendations are available already to 

manage and mitigate the security risk of AI-based systems like the NIST AI Risk 

Management Framework27, the MITRE ATLAS framework28 or the guidelines for 

secure AI development29 from the UK NCSC.  

The further development of AI certification, based on technical standards, could 

streamline the compliance process for AI-based cybersecurity systems. However, 

this prospect appears distant for now. In the meantime, organizations leveraging 

AI in cybersecurity should establish robust AI governance, usage guidelines and a 

code of conduct. This will ensure ethical, safe, and efficient integration of AI within 

their cybersecurity systems, prioritizing benefits while mitigating potential harm. 

 

  

 
26 ISO/IEC. ISO/IEC JTC 1/SC 42. https://www.iso.org/committee/6794475.html  
27 NIST. Artificial Intelligence Risk Management Framework (AI RMF 1.0). 2023 
28 MITRE ATLAS. https://atlas.mitre.org/  
29 UK National Cyber Security Center. Guidelines for secure AI system development. 2023 

https://www.iso.org/committee/6794475.html
https://atlas.mitre.org/
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