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About me
Jobs

• Senior Data Scientist / Researcher @WithSecure Corp. (formerly F-Secure for business)

→ CTO office: Long term research on AI and security

• Research fellow @Aalto University

→ Secure Systems Group: Security and Trustworthiness of AI systems

Background

• > 10 years in academic research

• 4 years in security industry

• System/Network security →  Applied AI for cybersecurity → Data Science

Current work focus: fields at the intersection of AI & cybersecurity

• AI for cybersecurity

• Security & trustworthiness of AI systems

• AI for cyberattacks



AI for good… but not only…

Image & speech generation

LLM chatbots

Coding assistant



Cyberattacks improvements
Example: spear-phishing

Target identification Profile building Personalized message crafting

Text2speech1. Automate intelligent tasks
2. Enhance attacker tools
3. Provide new attack techniques



Current threat awareness

AI & ML: most significant threat 
requiring CISO’s attention in the 
next 5 years
Global CISO survey 2023



AI-enabled attacks forecast

Direct use Embedded in malware

Information gathering

• OSINT mining

• Target tracking

• Espionage

Social Engineering

• Impersonation

• Spear phishing

• Target selection

• Persona building

Credential theft

• Password guessing

• Biometric spoofing

• Implicit key logging

Automation (1)

• Vulnerability discovery

• Attack campaigns (e.g., phishing)

Stealth

• Evasion of detection

• Scanning

• Propagation

• Data exfiltration

Campaign resilience

• Campaign planning

• Malware obfuscation

• Identification of virtualization

Automation (2)

• Attack coordination

• Attack adaptation

Now 5 years2 years



Raise awareness and knowledge

• Research on AI-enabled attacks capabilities

• AI-enabled attacks threat intelligence

Control availability and use of AI technology

• Mitigate easy repurposing

Best way to counter AI → AI

• Match speed, scale and sophistication of attacks

• Defend against new AI attack techniques

Coping with AI-enabled attacks



AI in cybersecurity

Malware Websites/DNS
Documents

(N)IDS

2000

Spam/phishing Endpoint anomaly



Security of AI systems

Source: https://arxiv.org/pdf/1708.06733.pdfSource: https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

Self-driving car road sign recognition

Microsoft Tay AI chatbot

https://arxiv.org/pdf/1708.06733.pdf
https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist


Privacy of AI systems

Source: https://www.usenix.org/conference/usenixsecurity19/presentation/carlini Source: https://gandalf.lakera.ai/

https://www.usenix.org/conference/usenixsecurity19/presentation/carlini
https://gandalf.lakera.ai/
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“Through 2022, 30% of all AI cyberattacks will leverage training and data poisoning, AI 
model theft, or adversarial samples to attack AI-powered systems”
Gartner’s Top 10 Strategic Technology Trends 

“25 out of the 28 businesses indicated that they don’t have the right tools in place to 
secure their ML systems”
Microsoft 2020 survey of 28 businesses using ML

AI security threat situation



How to secure AI systems?
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AI security training

• MLSecDev best practices

• Security training for data scientist

Assessment methodologies & tools

• AI security risk assessment

• AI system threat modelling

• Test & Certification of AI components (ML models) 

Reliable defenses 

• Prevention/detection of attacks/compromise

• Technology standards

The way forward

Dataset

Vulnerability
report

Vulnerability 
assessment

ML model

1

3
2



Contact: samuel.marchal@withsecure.com


